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ABSTRACT

A new computer oriented iterative algorithm for formation of clusters using Mahalanobis
D? values is proposed. The procedure is free from the drawbacks of Tocher’s method of
clustering using D? values, viz., i) the stopping rule for formation of any cluster is arbitrary,
and ii) often a genotype belonging to a cluster has on the average a smaller D? value with
the genotypes of a different cluster than the one it belongs to.
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Mahalanobis D? statistic [1] a measure of distance between two populations, taking
variation within population also into consideration, 1s widely used for clustering the
genotypes. The procedure now being followed using D’ was suggested by Tocher [2]. It
starts with those two genotypes havmg minimum value of D? and identifies a third genotype
which has the smallest average D? from the first two. The fourth genotype is chosen which
has the smallest average D? from the first three and so on. If at any stage the increase in
average D?fora genotype appears to be higher as compared to the previous one the current
cluster is completed without this genotype. Another suggestion is to complete the cluster
withouta particular genotype if its average D” with the cluster is higher than the maximum
among the minimum D? values attached to the genotypes [3]. A new cluster is tried from
the remaining genotypes in a similar way. The procedure is continued until all the genotypes
are exhausted.

The Tocher’s method of clustering has the following disadvantages.

i)  Thestopping rule for formation of any cluster is arbitrary. If the suggestion from Singh
and Choudhary [3] is taken for the formation of clusters, when one genotype is
markedly distant from the rest, all the genotypes except this will form a single cluster.
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i) Often a genotype belonging to a cluster has on an average, a smaller D? value with
genotypes of a different cluster than the one it belongs to.

Moreover the clustering cannot be done through a computer.

A computer oriented iterative algorithm for clustering genotypes using Mahalanobis
values, which is free from the drawbacks of Tocher’s method mentioned above is
proposed in this paper with illustration.

METHODOLOGY

The D? statistic based on ‘p’ characteristics between any pair of genotypes was defined
by Mahalanobis [1] as

D, = cd'W'd
where c—error d.f., w—matrix of mean error sum of squares and sum of products,
and d'— (X11-X12, X21-X22, ......., Xp1-Xp2), Xij being the mean of ith character for the jth

genotype.

The D? values between every pair of genotypes could be determined by the method of
pivotal condensation as described by Rao [4].

The iterative algorithm using D? values suggested herein has two parts. The first part
is to form initial clusters and the second is to optimise them through iterative algorithm.

FORMATION OF CLUSTERS
The steps are summarised below.

i)  Identify the two genotypes having maximum D? value between them as the nuclei of
two clusters.

ii) Every genotype is considered in turn and allocated to the cluster for which its D? value
with the nucleus genotype is minimum.

iii) To increase the number of clusters by one the maximum D? within the above two
clusters is searched and the corresponding genotypes will be considered as the nuclei
in addition to the nucleus genotype of the remaining cluster. The genotypes may be
re-assigned as in (ii). In a similar way the number of clusters can be raised to a desired
level.



414 K. M. Sureshand V. K. G. Unnithan [Vol. 56, No. 4

ITERATIVE ALGORITHM
The clustering obtained may be optimised by the following iterative relocation algorithm.
i) Number of genotypes from 1 to v, when there are v genotypes.

ii) Take out genotype No. 1 from the cluster to which it was allotted and calculate the
average mtercluster D? value between this genotype and each cluster. (Average
.mtercluster D? value between a genotype and a cluster means the arithmetic mean of
the D? values between this genotype and each member genotype of the cluster).
Allocate this genotype into that cluster for which the average intercluster D value is
found minimum.

iii) Repeat (ii) for all the genotypes numbered from 2 to v.

iv) With the clustering obtained in step (iii) a second iteration may be started, if necessary,
i.e., repeat (ii) and (iii). The iterations have to be continued till two successive iterations
end up with the same configuration of clusters.

DETERMINATION OF NUMBER OF CLUSTERS

A graphical method for determination af optimum number of clusters is suggested
herein and is explained below.

A graph of weighted arithmetic mean of the average intracluster D? values, weights
being the number of D? values in the cluster, against the number of clusters may be drawn.
The graph will be a decreasing one. The rate of decrease also will be decreasing. The point
on the X axis which is just beyond the maximum curvature could be taken as the optimum
number of clusters.

ILLUSTRATION

Observations on 16 traits of 24 accessions of banana from an experiment laid out in RBD
with 3 replications provided by Rajeevan [5] were utilised for illustration.

The upper triangular matrix of D? values between the 24 accessions, obtained by pivotal
condensation method is given in Table 1.

The genotypes having maximum D?valueare 4and 14and they are termed as the nuclei
of two clusters. Every genotype is considered in turn and allocated that cluster for which its
D? value with the nucleus genotype is minimum. The maximum D? value in these two
clusters is between 1 and 14. They form the nuclei in addition to 4, the nucleus of the other
cluster. Now there are three nuclei, 1, 4 and 14. All the other genotypes are allocated to these
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three clusters as before. In the same way the number of clusters can be raised to a desired
level. The initial clusters thus obtained were further optimised by the iterative algorithm.
The constellations of clusters for both initial and final clusterings are given in Table 2.

Table 2. Clusters obtained by the iterative algorithm using D? in banana

Grouping Cluster Genotypes in clusters Weighted mean of No. of
intracluster D iterations

Two clusters

Initial 1 1, 2, 3, 5 6, 8 910,11, 6264.7
12,13, 14, 15, 16,17, 18, 19, 20,
21,22,23,24
2 4, 7
Final 1 1, 2, 3, 5 6, 8 910,11, 6264.7 1
12,13, 14, 15, 16,17, 18, 19, 20,
21,22,23,24
2 4, 7
Three clusters
Initial 1 4 2774.9
2 1, 3 5 6, 7, 9, 11,12,15
19,20, 21,23, 14
3 2,8,10,13,14,15,17,18, 22
Final 1 4 2774.9 1
2 1, 3, 5 6, 7, 9 11,1215,
19,20, 21,23,24
3 2,8,10,13,14, 15,17, 18, 22
Four clusters
Initial 1 4 1093.1
2 1,5,7
3 3, 6, 9,11,12, 15,16, 19, 20,
21,22,23,24
4 2, 8,10,13,14,17,18
Final 1 4 1093.1 1
2 1, 5 7
3 3, 6, 9, 11,12,15,16,19, 20,
21,22,23,24
4 2, 8, 10,13,14,17,18
Five clusters
Initial 1 4 837.4
2 7
3 2, 6, 11,12,15,20,21,22
4 1, 3, 5,9, 16,19,23,24
5 8, 10,13,14,17,18
Final 1 4 670.2 2
2 7
3 6, 11,12,15,20, 21, 22,23,24
4 1, 3, 5, 9, 16,19
5 2, 8, 10,13,14,17,18
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A graph of the weighted
average of intracluster D? values,
weights being the number of D?
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intra cluster D? values are givenin  Fig.1. Graph of weighted means of intracluster D* values
Table 3. against number of clusters

Table 3. Clusters obtained by Tocher’s method It may be noted that in the case

of clustering by iterative algorithm
the weigé‘lted average of the intra
cluster D values was 670.23 for five
3,6 9, 11,12,1516, 10364 clusters against 1036.41 in the case of
19,20,21,22, 23, 24 Tocher's method. This shows the
2 :' 10,13,14,17,18 superiority of the new method over
1
4
7

Cluster Genotypes in clusters Weighted mean of
intractuster D?

’

Tocher’s method in achieving
homogenity of genotypes within
clusters.

G s W N

DISCUSSION

The iterative algorithm proposed herein achieves a clustering of genotypes free from
the drawbacks of the Tocher’s method. Every genotype is allocated to that cluster for which
it is more homogenious, which is the basic principle of any clustering procedure. This is
evidenced by the very low value of the weighted arithmetic mean of intra cluster D? values
compared to Tocher’s method in the illustration. More over clustering by the procedure
suggested herein can be done in a computer while that by Tocher’s method cannot be.

A FORTRAN programme for the clustering by the method proposed herein is given in
Appendix 1.
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APPENDIX 1
PROGRAM CLST
C Programme to group genotypes by the iterative relocation algorithm
C Based on Mahalanobis D? values

DIMENSION A (50, 50), KS (10, 50), G (3), KN (50), KK (10)

Inputs

N—Number of genotypes

KZ—Maximum number of clusters into which they are to be grouped
G—The name of the file containing N x N matrix of D? values

II—The drive number having the disk containing the data file

O O 0O 0 0O 0

Output will be the cluster configurations for initial as well as final solutions
corresponding to two to KZ clusters and the Corresponding average
intracluster D” values

READ (1,50), G, I1

READ(1,51)N, KZ

CALL OPEN (6, G, I1)

Do901=1,N

90 READ (6,52) (AL ]),]J=1,N)
52 FORMAT (6E15.8)
50 FORMAT (2A4, A3,11)

51 FORMAT (212)
KK(1)=N
DolI=1N

1 KS(1,D=1
K=1

100 Al=0
Do21=1,K
If (KK().Eq.1)goto 2
KL = KK (I)-1 (Continued)
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KL1=KK()

Do 2]J=1,KL
J1=J+1

Do 2JJ=]J1, KL1
K1=KS({,1)
K2=KS (1, ]

If (A1.GT.A(K1,K2)) go To 2
Al=A (K1,K2)
KM=K1
K0=K2

KI=I

CONTINUE
K=K+1
KS(KI, 1)=KM
KS(K, 1)=K0
Do 31=1,K
KI=KS({, 1)
KN(KD=I

KK(D)=1

Do 61=1,N

Do4L=1,K

If (LEQKS (L, 1)) go t0 6

CONTINUE

L1=K5(1, 1)

Al=A(,L1)

LK=1

Do 5L=2,K

L1=KS (L, 1)

If (ALLT.A(ILLD))goto5
Al=A(I,L1)

LK=L

CONTINUE
KK(LK)=KK(LK)+1
KM=KK(LK)
KS(LK, KM)=I
KN()=LK

CONTINUE
Write(2, 95) K

[Vol. 56, No. 4

(Continued)
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95

93
17
10
15

500

FORMAT (10X, ‘Number of Clusters’, 15/)

Call CLUST (A, KN, N, K)

If (K.NE.KZ) go to 100

STOP

END |

SUBROUTINE CLUST (X, M, NV1, NK)

DIMENSION M (50), M0(10), M1(10), MA(10, 50), MB(10,50)
DIMENSION X(50, 50), G(3), Y(10, 10)

COMMON XL

Do 93 1=1, NK

Mo(D)=0
FORMAT (2A4, A3,11)
FORMAT (2012)

FORMAT (6E15.8)
Do 11=1,NV1
MI=M(D)
MOMD=MOMID)+1
ML=MOMI)

MAMI, ML)=I
Do 2 I=1, NK
M1(I)=MO(I)
MI=M1(])

Do 2 J=1, MI

MB(, )=MA (1, J)
Call BET (X, M1, MB, Y, NK)
KK=1

Do 251=1,NV1

LN=M()

If M1(LN).LE.1) go to 25
MI=M(D)

MK=M1(MI)
M1MD=M1MI)-1
MK1=MK-1

LN=1

M(D=1

Do 20 J=1, MK1

If (MBML, J).EQ.D) go to 200

421

(Continued)
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201

202

50

21

250

251
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CONTINUE
Go to 202

Do 201 K=J, MK1
MB(MI, K)=MB(MI, K+1)

Do 21 L=1, NK
MI=M1 (L)
DX=0

Do 50 K1=1, MI
K2=MB (L, K1)

DX=DX+X (I, K2)
DX=DX/M1 (L)

If (L.EQ.1) DA=DX
DB=DX

If (DB.GE.DA) go to 21
LN=L

M(D=L

DA=DB

CONTINUE
M1(LN)=M1 (LN) + 1
MI=M1 (LN)
MB(LN, MD)=I

CONTINUE
Do250 I =1, NK
If (M1(D).N.E.MO(I) go to 252

CONTINUE

Do 2511=1, NK

MI=M1(I)

Do 251 J=1, MI

If (MB(I, J).NE.MA(, ) go to 252

CONTINUE
Go to 254

{Vol. 56, No. 4

(Continued)
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252

253

254

300

101

KK=KK+1

Do 253 I=1, NK
MO(I) = M1(D)
Do 253 J=1, MI
MA(, )=MB(, ])

CONTINUE
Call BET (X, M1, MB, Y, NK)
Go to 500

- WRITE (2, 300) KK

FORMAT (4X, ‘No. of iteration=’, 14)

RETURN

END

Subroutine BET (X, M1, MB, Y, NK)

DIMENSION Y(10, 10), M1(10), MB(10, 50), X(50, 50)
Do 11=1, NK

Do 1]=I, NK

YOI =0
NK1=NK-1:

Do 21=1,NK1

MI=M1 (I)

If (M1(I).LE.1) g0 to 4
MI1=MI-1

Do 3K=1,MI1
K0=MB (1, K)
K1=K+1

Do 3K2=K1, MI
K3=MB (1, K2)

Y(, D=Y(, D+X(KO0, K3)
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